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What is NVIDIA Parabricks?

A software suite designed to accelerate genomic data analysis by leveraging GPU 

(graphics processing unit) computing.

● High-speed genomic analysis

● Integrates with widely used genomics analysis tools and pipelines (such as GATK)

● Compatible with multiple bioinformatics formats

● Preserves the accuracy of standard CPU-based genomics workflows

● Compatible with common workflow managers WDL and NextFlow 

(https://github.com/clara-parabricks-workflows) 

   https://docs.nvidia.com/clara/parabricks/4.3.0/

https://docs.nvidia.com/clara/parabricks/4.3.0/


Tools Supported by Parabricks

https://docs.nvidia.com/clara/parabricks/4.3.0/toolreference.html

https://docs.nvidia.com/clara/parabricks/4.3.0/toolreference.html




Containers
▶ A standard unit of software that 

packages up code and all its 
dependencies, so the application runs 
quickly and reliably from one computing 
environment to another.

By-function containers provide: 

▶ Software bundles for applications

▶ Self contained environment

▶ Platform/Host agnostic

https://www.docker.com/resources/what-container 
https://portal.biohpc.swmed.edu/content/guides/singularity-containers-biohpc/

Host kernel
Filesystems /sc/arion, /home
Devices and drivers
Applications, Gnome Desktop, /usr/bin
Modules
…

Container Namespace

OWN RootFS /
Applications 
and dependencies

https://www.docker.com/resources/what-container


Singularity on Minerva
# Use singularity module on Minerva nodes
$ ml av singularity
$ module load singularity/3.6.4

 # Pull image from Docker Hub docker://, and Sylabs Cloud library://
$ singularity pull docker://gcc:10

$ ls -l
-rwxr-xr-x 1 yuj25 hpcstaff 396431360 Oct  4 17:04 gcc_10.sif

$ singularity pull library://vigo332/default/singularity-rstudio-r4

# Convert Docker image to Singularity image
$ singularity build ollama.sif docker://ollama/ollama:latest

https://hub.docker.com/
https://cloud.sylabs.io/library


Singularity on Minerva
# Images layers are cached in $HOME/.singularity/cache/, may blow up your 

$HOME quota

  # You can change the cache directory by specifying the SINGULARITY_CACHEDIR environment 

parameter: 

$ singularity cache list -v
NAME                     DATE CREATED           SIZE             TYPE
0e3f4c426c9e5994ac625c   2021-04-23 16:46:57    440.43 MB        blob
0f46f97746e4df5959e8c8   2021-04-26 12:57:43    213.09 MB        blob

 $ singularity cache clean

$ SINGULARITY_CACHEDIR=/sc/arion/scratch/yuj25/containers/cache \
   singularity pull docker://gcc:10

INFO:    Converting OCI blobs to SIF format
INFO:    Starting build...
Getting image source signatures
Copying blob 723254a2c089 done  
Copying blob abe15a44e12f done  
Copying blob 409a28e3cc3d done  



Singularity on Minerva
# Run interactively inside the image

# Run a custom command with exec

$ singularity shell gcc_10.sif 
Singularity> gcc -v
…
gcc version 10.4.0 (GCC) 
Singularity> exit
exit
$ gcc  -v
…
gcc version 4.8.5 20150623 (Red Hat 4.8.5-36) (GCC) 

 $ singularity exec gcc_10.sif gcc -v
 …
 gcc version 10.4.0 (GCC)



Singularity on Minerva
# Run a container, with default runscript command

#Apptainer is a rebranded version of Singularity

 $ singularity pull library://sylabsed/examples/lolcow

$ singularity run library://sylabsed/examples/lolcow
 ________________________________________
/ Q: How many elephants can you fit in a \
| VW Bug? A: Four. Two in the front, two |
| in the back.                           |
|                                        |
| Q: How can you tell if four elephants  |
| are in your refrigerator? A: There's a |
\ VW Bug in your driveway.               /
 ----------------------------------------
        \   ^__^
         \  (oo)\_______
            (__)\       )\/\
                ||----w |
                ||     ||

$apptainer pull
$apptainer cache list -v
$apptainer shell



Parabricks Testing in the Command Line



Parabricks Testing in the Command Line



Parabricks Testing in the Command Line



Parabricks Testing in the Command Line



Parabricks Testing in the Command Line



Running Parabricks (fq2bam)

singularity exec --nv --bind $WORK_DIR:$WORK_DIR \
    $PARABRICKS pbrun fq2bam \
    --ref $WORK_DIR/${REFERENCE_FILE} \
    --in-fq $WORK_DIR/${INPUT_FASTQ_1} $WORK_DIR/${INPUT_FASTQ_2} \
    --knownSites $WORK_DIR/${KNOWN_SITES_FILE} \
    --out-bam $WORK_DIR/${OUTPUT_BAM} \
    --out-recal-file $WORK_DIR/${OUTPUT_RECAL_FILE}

# Run bwa-mem and pipe the output to create a sorted BAM.
$ bwa mem \
    -t 32 \
    -K 10000000 \
    -R '@RG\tID:sample_rg1\tLB:lib1\tPL:bar\tSM:sample\tPU:sample_rg1' \
    <INPUT_DIR>/${REFERENCE_FILE} <INPUT_DIR>/${INPUT_FASTQ_1} <INPUT_DIR>/${INPUT_FASTQ_2} | \
  gatk SortSam \
    --java-options -Xmx30g \
    --MAX_RECORDS_IN_RAM 5000000 \
    -I /dev/stdin \
    -O cpu.bam \
    --SORT_ORDER coordinate

# Mark duplicates.
$ gatk MarkDuplicates \
    --java-options -Xmx30g \
    -I cpu.bam \
    -O mark_dups_cpu.bam \
    -M metrics.txt

# Generate a BQSR report.
$ gatk BaseRecalibrator \
    --java-options -Xmx30g \
    --input mark_dups_cpu.bam \
    --output <OUTPUT_DIR>/${OUTPUT_RECAL_FILE} \
    --known-sites <INPUT_DIR>/${KNOWN_SITES_FILE} \
    --reference <INPUT_DIR>/${REFERENCE_FILE}

Compatible CPU-based BWA-MEM, GATK4 CommandsRun Parabricks on Minerva



Running Parabricks (rna_fq2bam)

singularity exec --nv --bind $WORK_DIR:$WORK_DIR \
    $PARABRICKS pbrun rna_fq2bam \
    --in-fq $WORK_DIR/${INPUT_FASTQ_1} $WORK_DIR/${INPUT_FASTQ_2} \
    --genome-lib-dir $WORK_DIR/${PATH_TO_GENOME_LIBRARY}/ \
    --output-dir $WORK_DIR/${PATH_TO_OUTPUT_DIRECTORY} \
    --ref $WORK_DIR/${REFERENCE_FILE} \
    --out-bam $WORK_DIR/${OUTPUT_BAM} \
    --read-files-command zcat

# STAR Alignment
$ ./STAR \
      --genomeDir <INPUT_DIR>/${PATH_TO_GENOME_LIBRARY} \
      --readFilesIn <INPUT_DIR>/${INPUT_FASTQ_1} <INPUT_DIR>/${INPUT_FASTQ_2} \
      --outFileNamePrefix <OUTPUT_DIR>/${PATH_TO_OUTPUT_DIRECTORY}/ \
      --outSAMtype BAM SortedByCoordinate \
      --readFilesCommand zcat

# Mark Duplicates
$ gatk MarkDuplicates \
    --java-options -Xmx30g \
    -I Aligned.sortedByCoord.out.bam \# This filename is determined by STAR.
    -O <OUTPUT_DIR>/${NAME_OF_OUTPUT_BAM_FILE} \
    -M metrics.txt

Compatible CPU-based STAR, GATK4 CommandsRun Parabricks on Minerva



Running Parabricks (haplotypecaller)

singularity exec --nv --bind $WORK_DIR:$WORK_DIR \
    $PARABRICKS pbrun haplotypecaller \
    --ref $WORK_DIR/${REFERENCE_FILE} \
    --in-bam $WORK_DIR/${INPUT_BAM} \
    --in-recal-file $WORK_DIR/${INPUT_RECAL_FILE} \
    --out-variants $WORKDIR/${OUTPUT_VCF}

# Run ApplyBQSR Step
$ gatk ApplyBQSR \
    --java-options -Xmx30g \
    -R Ref/Homo_sapiens_assembly38.fasta \
    -I mark_dups_cpu.bam \
    --bqsr-recal-file recal_file.txt \
    -O cpu_nodups_BQSR.bam

#Run Haplotype Caller
$ gatk HaplotypeCaller \
    --java-options -Xmx30g \
    --input cpu_nodups_BQSR.bam \
    --output result_cpu.vcf \
    --reference Ref/Homo_sapiens_assembly38.fasta \
    --native-pair-hmm-threads 16

Compatible CPU-based GATK4 CommandsRun Parabricks on Minerva



Batch Job Submission Example (fq2bam)



Batch Job Submission Example (deepvariant)



Monitoring Resource Usage

⠇
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Last but not Least

hpchelp@hpc.mssm.edu

Got a problem? Need a program installed? Send an email to:


